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Seismic ambient noise tomography has revolutionized regional crustal and upper-mantle
imaging for broadband ocean-bottom seismometer (BBOBS) studies. However, the ocean
poses unique challenges including tilt and compliance noise, and interface waves with
considerable water-column sensitivity. Transfer function (TF) noise removal techniques
enable separation of fundamental Scholte waves from overtone Rayleigh waves, but
such noise removal strategies do not always provide the expected signal improvement.
Here, we leverage data from recent U.S.-led BBOBS deployments to evaluate variability in
ambient-noise surface-wave quality and efficacy of TF corrections across different oceanic
environments and instrumentation. We examine the 15–30 and 3–10 s period bands that
are typically used in lithospheric imaging. We find that water depth, sediment thickness,
instrument design, and ocean basin characteristics are the primary factors influencing
ambient-noise data quality and effectiveness of TF corrections. In the 3–10 s period band,
enhancement of higher-mode Rayleighwaves is most successful in deepwaters with thin
sediments. In the 15–30 s period band, signal is improved both in shallow waters likely
due to infragravity wave removal, and in instances of high tilt noise. Our results provide
new insights into the environmental conditions and instrument designs that shape ambi-
ent noise tomography performance, offering practical guidance for optimizing future
BBOBS studies as well as novel seafloor-sensing technologies.

Introduction
In the past two decades, seismic ambient noise tomography has
become a useful tool for imaging regional crustal and upper-
mantle structure (Shapiro and Campillo, 2004). The increasing
availability of broadband ocean-bottom seismometer (BBOBS)
data has enabled the expansion of ambient noise tomography in
marine environments (Harmon et al., 2007; Takeo et al., 2014;
Lin et al., 2016; Russell et al., 2019). This method relies on cross
correlations of continuous seismic recordings between stations
to estimate empirical Green’s functions, and it is well suited for
the oceans where the microseism sources are strongest. Marine
studies provide some of the highest quality images of the litho-
spheric mantle, partly due to the relatively thin, homogenous
oceanic crust compared to the thicker and more heterogeneous
continental crust. Typically, fundamental-mode Rayleigh waves
extracted from the primary microseism band (12–30 s) are used
to image the oceanic crust and upper mantle. Ocean-bottom
data also often display clear overtone Rayleigh-wave energy
in the secondary microseism band (3–12 s) that can be used
to probe the crust and uppermost mantle in extraordinary detail
(Bowden et al., 2016; Yang et al., 2020; Russell et al., 2022),
unlike typical continental settings, which often exhibit complex

scattering and directional noise sources and, thus, lower signal-
to-noise ratios (SNRs) in this band.

However, the ocean also poses unique challenges. Because
BBOBS are deployed at the boundary between the ocean and
solid Earth, interface waves primarily sensitive to the water col-
umn and shallow sedimentary layers are commonly observed
in interstation noise cross-correlation functions (CCFs) at
short periods (Fig. 1a). These are high-amplitude phases that
travel at or below the sound speed of water (∼1.5 km/s) are
visible on vertical (Z), pressure (P), and radial (R) components
(Fig. S1, available in the supplemental material to this article),
and may be the most prominent arrivals before mitigation
(Harmon et al., 2007; Yao et al., 2011; Takeo et al., 2014;
Yeck et al., 2017). They are fundamental-mode interface waves
trapped at the seafloor interface (Ruan et al., 2014) and are
typically observed only at periods <∼10 s. Interface waves at
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Figure 1. Example of ambient noise Z-Z cross-correlation functions
(CCFs) from the NoMelt deployment filtered between 3 and 10 s
(a) before and (b) after transfer function (TF) corrections, and
filtered between 15 and 30 s (c) before and (d) after TF cor-
rections. The same amplitude normalization factor is used in all
panels, so amplitudes can be directly compared. Red and blue
regions indicate the 1.6–10 and 0.3–1.5 km/s group velocity
windows, which represent the solid- and water-velocity win-
dows, respectively. (e) Coherence between Z and H1

components on station YO.X02, which exhibits strong tilt noise
indicated by the high coherence at frequencies <0.1 Hz.
(f) Coherence between Z and P components on stations
7D.M07A (black) and 2D.OBS07 (gray). At lower frequencies
high coherence indicates strong compliance noise. High coher-
ence at shorter periods is due to the microseism, which may be
focused either within the secondary frequency band, or may span
across the primary and secondary bands. The color version of this
figure is available only in the electronic edition.
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this solid–fluid boundary consist of a combination of Scholte
waves and leaky Rayleigh waves (Scholte, 1947; Zhu and
Popovics, 2006), both of which have elliptical particle motion
similar to Rayleigh waves but with displacements highly
focused at this interface. They are distinguished from one
another by their predominant sensitivity to either sediments
or the water column (Zhu and Popovics, 2006). Seismic ambi-
ent noise tomography literature uses a variety of terminology
to refer to these waves, including Rayleigh waves, Scholte
waves, or Rayleigh–Scholte waves (Nolet and Dorman, 1996;
Ruan et al., 2014; Le et al., 2017; Adimah and Padhy, 2019;
Hable et al., 2019; Williams et al., 2019). Herein, for simplicity
we refer to these collectively as “fundamental-mode Scholte
waves,” because the distinction between these waves depends
on the shallow subsurface structure, which is often poorly
constrained.

Short-period CCFs (<∼10 s) can also contain overtones
sensitive to solid–earth structure. In contrast to the fundamen-
tal-mode Scholte waves, overtones are observed only on the
Z-Z and R-R CCFs, and are characterized by faster velocities
(Harmon et al., 2007; Fig. S1). Typically, the first overtone is
the most prominent, and we refer to these as “first-overtone
Rayleigh waves.” At longer periods (> ∼15 s), fundamental-
mode Rayleigh waves predominantly sensitive to solid–earth
mantle structure dominate the Z-Z CCFs (Fig. 1c). Studies
may use these longer periods to avoid the complications of
multiple modes at shorter periods (Janiszewski et al., 2019;
Doran and Laske, 2020; Pinzón et al., 2023). Although techni-
cally these are also fluid–solid interface waves, their sensitivity
to the water column and sediment is negligible. Thus, here we
refer to them as “fundamental-mode Rayleigh waves.”

Oceanographic noise can also degrade ambient noise CCFs
(Tian and Ritzwoller, 2017). On the Z component, two predomi-
nant noise sources are tilt and compliance (Crawford andWebb,
2000). The former is due to bottom currents acting on a tilted Z
component, identified via spectral coherence between Z and
horizontal (H1, H2) components (Fig. 1e), and is typically
observed at periods >10 s (Webb, 1998). The latter is due to
infragravity waves displacing the seafloor and is identified via
spectral coherence between Z and P components (Fig. 1f). Its
period range depends on water depth; at a depth of 5000 m com-
pliance noise is only present at periods > ∼56 s, whereas at a
depth of 100 m it exists at periods > ∼8 s (Crawford et al.,
1991; Webb and Crawford, 2010).

Both tilt and compliance noise can be reduced on the Z com-
ponent via transfer function (TF) corrections (Crawford and
Webb, 2000; Bell et al., 2015; Janiszewski et al., 2019). These
are traditionally only applied at periods longer than the limits
for each respective noise source and can improve the quality of
Z-component ambient noise CCFs (Tian and Ritzwoller, 2017;
Russell and Gaherty, 2021). High spectral coherences between
the Z and P components of BBOBS are also routinely observed
between ∼3 and 10 s period in the secondary microseism band

(Janiszewski et al., 2023; Fig. 1f). P-Z TF corrections applied to
3–10 s ambient noise CCFs reduce or remove the fundamental
Scholte wave (Fig. 1b) and either preserve or amplify the first-
overtone Rayleigh wave (Bowden et al., 2016; Adimah et al.,
2024). This is because the fundamental Scholte wave is well
recorded on both the Z- and P-component CCFs in this period
band, whereas the first-overtone Rayleigh wave is only recorded
on the Z component (Yang et al., 2020; Kawano et al., 2023;
Fig. S1). We note that high spectral coherence due to the
microseism can sometimes extend to longer periods (Fig. 1f),
although precisely what causes this variability remains unclear
(Janiszewski et al., 2023). To distinguish from the infragravity-
induced compliance correction, we refer to TF corrections
between P and Z components in the microseism band as the
“microseism correction” in our discussion (Ruan et al., 2014).

A variety of BBOBS ambient noise studies have character-
ized observations of the fundamental-mode Scholte wave, first-
overtone or fundamental-mode Rayleigh wave, and the effects
of TF corrections in coastal and open-ocean environments in
the Pacific, Atlantic, and Indian Oceans (Harmon et al., 2007;
Yao et al., 2011; Takeo et al., 2014; Bowden et al., 2016; Takeo
et al., 2016; Yeck et al., 2017; Adimah and Padhy, 2019; Hable
et al., 2019; Yang et al., 2020; Wolf et al., 2021; Kawano et al.,
2023; Pinzón et al., 2023). Unfortunately, these studies often
use different preprocessing and noise-mitigation strategies,
precluding direct comparisons. They also focus on individual
BBOBS deployments, which typically have similar noise char-
acteristics due to their limited environmental and instrumental
variability (Janiszewski et al., 2023).

Here, we use data from a subset of recent U.S.-led BBOBS
deployments to compare self-consistently calculated ambient
noise CCFs both pre- and post-noise mitigation via TFs. We
focus on the 3–10 and 15–30 s period bands, which are com-
monly used for crustal and upper-mantle tomography, respec-
tively. These bands typically exhibit phase- and group-velocity
curves that are relatively flat, resulting in comparatively simple
CCFs. In contrast, the 10–15 s band spans the transition between
Scholte and Rayleigh waves and is characterized by a steep
phase- and group-velocity gradient, which complicates the
resulting CCFs. In addition, microseism noise amplitudes peak
within these bands, typically yielding high-quality CCFs
(McNamara and Buland, 2004; Bensen et al., 2007). Although
ambient noise tomography at periods shorter than 3 s or longer
than 30 s is possible, these analyses at modern BBOBS arrays can
be limited by array density or aperture, respectively. Within our
selected period bands, we compare the results systematically
across deployments and assess the features and quality of the
CCFs in the context of environment, instrumentation, and noise
properties. This provides new insights into the key variables
affecting data quality, and practical guidance for improving
future BBOBS ambient noise tomography. Such observations
are relevant not only for traditional BBOBS arrays but also
for emerging methodologies such as dense ocean-bottom nodal
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deployments, distributed acoustic sensing (DAS), and long-term
cabled seafloor instrumentation.

Data and Methods
Deployments and instrumentation
We examine data from six BBOBS deployments (Fig. 2):
(1) PLUME (Wolfe et al., 2009); (2) ALBACORE (Lin et al.,
2015); (3) the Juan de Fuca portion of Cascadia Initiative
(Toomey et al., 2014); (4) NoMelt (Lin et al., 2016);
(5) ENAM (Lynner et al., 2019); and (6) Young ORCA
(Eilon et al., 2021). Each was deployed with instrumentation
from the Ocean-Bottom Seismic Instrument Pool (OBSIP) or
Ocean-Bottom Seismic Instrument Center (OBSIC) between
2005 and 2020 (Aderhold et al., 2019). Detailed site and instru-
ment metadata are assembled by Janiszewski et al. (2023). For
each deployment, BBOBS are equipped with a three-compo-
nent broadband seismometer and a pressure gauge yielding
a total of four individual components per instrument. The
dataset contains 193 BBOBS, although not all instruments have
four operational components.

These BBOBS sample a variety of parameters that are known
to affect noise in our period bands of interest. Janiszewski et al.
(2023) find that water depth, seismometer type, and instrument
design play significant roles regulating tilt and compliance noise
properties. Our included BBOBS are deployed at water depths

between ∼50 and 6000 m. Each uses one of three types of seis-
mometers: Güralp CMG-3T (CMG-3T), Nanometrics Trillium
Compact (T-Compact), and Nanometrics Trillium 240 (T-240).
All instruments also include a differential pressure gauge (DPG).
Our dataset incorporates five distinct instrument designs
(Table 1).

Similarly, primary and secondary microseism noise sources
are impacted by water depth, ocean basin characteristics, and
subsurface structure, although less is known about how this
impacts their viability for imaging. The primary microseism
is caused by the interaction of waves with small-scale seafloor
topography at shallow water depth, and large-scale slopes near
coastlines (Ardhuin et al., 2015). On the shallow continental
shelf, the primary microseism is amplified relative to the open
ocean, and relative to the secondary microseism (Webb and
Crawford, 2010). The secondary microseism is caused by inter-
acting waves either from oblique intersection, coastline reflec-
tion, or storm-generated swell interactions (Ardhuin et al.,
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Figure 2. Map of stations analyzed and their corresponding
deployments with names and network codes. Symbols and colors
indicate seismometer type and instrument design as detailed in
Table 1. The color version of this figure is available only in the
electronic edition.
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2011). Systematic differences in the amplitude and frequency
range of the secondary microseism power spectral density
(PSD) peak are observed between the Pacific and Atlantic
basins (Babcock et al., 1994). Furthermore, Ruan et al. (2014)
show that sedimentary thickness and velocity structure also
impact seismometer response in the secondary microseism
band. To investigate these factors, our dataset includes
BBOBS in both coastal and open-ocean environments, in
the Pacific and Atlantic Oceans, and with sedimentary thick-
nesses from ∼0 to 8000 m.

Unfortunately, we cannot completely isolate these variables
with existing BBOBS datasets (Janiszewski et al., 2023). For
example, shallow coastal regions often are heavily sedimented
and require shielded BBOBS designs. However, to our knowl-
edge this represents the most comprehensive assembled dataset
for systematic analysis of the quality of ambient noise CCFs
observed on BBOBS to date.

TFs
The TF describes the linear relationship between common sig-
nals present on any two components of a BBOBS, which can be
used to identify and remove coherent noise (Crawford and
Webb, 2000). This is particularly valuable because it does not
require a full understanding of the noise source—only that
the noise appears coherently across components. Here, we sum-
marize the TF theory and terminology relevant to this study.

We define the cross spectrum between two components x(t)
and z(t) as: GZX�f � � Z��f �X�f �, in which Z(f) is the Fourier
transform of z(t) and Z��f � is its complex conjugate. Similarly,
the power spectrum of x(t) is defined as: GXX�f � � X��f �X�f �.
Using the cross spectrum of any two components and the
power spectrum of the reference component, a TF can be cal-
culated that describes the linear mapping of signals common to
both components. Treating Z as the component of interest we
want to correct, and X as the component containing noise, we
define the TF TZX as

TZX�f � �
GZX�f �
GXX�f �

: �1�

This TF can then be used to correct the Z component for the
common noise present on the X component in the frequency
domain:

Zcorr�f � � Z�f � − T�
ZX�f �X�f �: �2�

Ambient noise CCFs
Z-component ambient noise CCFs are calculated following the
procedure of Russell and Gaherty (2021). We divide daily dis-
placement seismograms into 15 three-hour windows with 50%
overlap. The cross-spectral coherence ρij�f � between two sta-
tions i and j is calculated in the frequency domain for each time
window k and summed over all N windows of the deployment:

ρij�f � �
1
N

XN
k�1

Z�
ik�f � × Zjk�f �

jZik�f �j × jZjk�f �j
, �3�

in which Z(f) is the vertical displacement spectrum at fre-
quency f, and Z��f � is its complex conjugate. This definition
of the CCF results in spectral whitening, and we do not apply
additional time-domain normalization or other spectral
conditioning. By stacking many short-time windows, transient
signals such as earthquakes do not need to be removed as any
individual windows containing such signals have a small influ-
ence on the overall CCF stack.

We remove coherent H1, H2, and P energy from the daily Z
records using the TF approach as implemented by automated
tilt and compliance removal (ATaCR) package (Janiszewski
et al., 2019). We use a modified code that does not include
quality control steps for removing anomalous TFs (see Data
and Resources). We calculate mean daily spectra from
24-hr seismograms by dividing each day into 20 windows of
length 6000 s with ∼50% overlap. Mean H1-Z, H2-Z, and
P-Z TFs are then calculated for each 24-hr segment of data.
For each record, H1-Z and H2-Z TF corrections are applied
first to target the tilt correction, followed by P-Z TF corrections
to target the compliance and microseism corrections across all
periods. Using these corrected seismograms, we recalculate
the CCFs using equation (3). These corrected CCFs show

TABLE 1
Instrument Design Details

Abbreviation Design Institution Seismometer Pressure Gauge Instrument Name

AB SIO T-Compact DPG Abalone

B2 SIO T-240 DPG SIO unshielded broadband

AR WHOI T-Compact DPG WHOI ARRA

BG WHOI CMG-3T DPG WHOI BBOBS

KE WHOI CMG-3T DPG WHOI KECK

ARRA and KECK refer to instruments on the OBSIC website; BBOBS, broadband ocean-bottom seismometer; DPG, differential pressure gauge; SIO, Scripps Institution for
Oceanography; WHOI, Woods Hole Oceanographic Institution.
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noticeable changes in the amplitude of the fundamental-mode
Scholte, first-overtone Rayleigh, and fundamental-mode
Rayleigh waves (Fig. 1, Fig. S2).

To quantify differences between the original and corrected
CCFs, we define metrics for the change in SNR of expected inter-
face wave arrivals for the two period bands of interest. In the 3–
10 s period band, we calculate SNR in two group velocity win-
dows: 1.6–10 km/s to target the faster first-overtone Rayleigh
wave, and 0.3–1.5 km/s to target the slower fundamental-mode
Scholte wave. We term the faster and slower velocity windows as
the “solid-velocity” and “water-velocity” window, respectively. In
the 15–30 s period band, we isolate the expected fundamental
Rayleigh wave using a group velocity window of 1.6–10 km/s.
We ignore the water-velocity window because we do not expect
to observe a Scholte wave in this band (Nolet and Dorman,
1996). In each case, the windowed portion of the seismogram
is considered the signal us and SNR is calculated as

SNR � N−1
s
P

Nsu2s
N−1

n
P

Nnu2n
, �4�

in which un is the noise defined between 4000 and 5000 s lag
time. Finally, for each period band and group velocity window,
we calculate the change in SNR between the original and TF cor-
rected CCFs as

ΔSNR � log10
SNRcorr

SNRorig
, �5�

in which positive values indicate SNR improvement after
correction and negative values indicate SNR decline.

Noise spectral properties
To understand causes of variability in the CCF SNRs and the
effect of TF corrections, we examine these results in the context
of spectral properties for each BBOBS. We use the PSD and
cross-component admittance, coherence, and phase for each
station from Janiszewski et al. (2023); details of the method-
ology are given therein. Components with data dropouts,
glitches, or other anomalies are discarded. We require that
BBOBS have four operational components, producing a total
of 155 instruments used for subsequent analyses. In particular,
we use spectral coherence as a metric to compare with the
ΔSNR of the CCFs. Because coherence ranges from 0 to 1,
it facilitates comparisons across instruments as it is indifferent
to gain or polarity. Generally, where coherence is low, TF
removal has little effect and vice versa; thus, we expect to
observe a strong relationship between coherence and ΔSNR.
We octave-average the coherence function in 1/16 intervals
following McNamara and Buland (2004) and then calculate
mean coherence in the 15–30 and 3–10 s period bands.
Here, we use PZ coherence to refer to the coherences after tilt
noise has already been removed.

Results
After we apply H1-Z, H2-Z, and P-Z TF corrections in the
3–10 s band, the mean ΔSNR is positive in the solid-velocity
window, and negative in the water-velocity window (Fig. 3a,b).
This is consistent with the expected behavior for the first-
overtone Rayleigh wave and the fundamental-mode Scholte
wave. Although the mean improvement of the first-overtone
Rayleigh-wave signal is small, ∼63% of the CCFs are improved,
in some cases exceeding a factor of 10 increases in SNR.
However, the remainder of CCFs shows a decrease in SNR after
correction in this window, indicating that TF corrections in
some instances reduce data quality. By contrast, nearly all mea-
surements (∼99%) of the fundamental-mode Scholte wave
have a reduced SNR, indicating that the TFs reliably remove
this wave from CCFs. After only horizontal TFs, ΔSNR
changes minimally in both velocity windows (Fig. S3a,b),
consistent with the minimal tilt noise expected in this band.
After applying the H1-Z, H2-Z, and P-Z TF corrections in
the 15–30 s band, the mean ΔSNR is negative; however,
∼22% of the CCFs improve (Fig. 3c). Thus, the correction
reduces the fundamental-mode Rayleigh-wave SNR for the
majority of the CCFs. The horizontal correction alone results
in no change in the mean ΔSNR; however, at some stations
ΔSNR increases (Fig. S3c), which is expected if the TF correc-
tion successfully removes tilt noise. This is consistent with the
previous observation that tilt noise only dominates on a subset
of instrument types (Bell et al., 2015; Janiszewski et al., 2023).

Although the mean behavior of ΔSNR aligns with expect-
ations, there is significant variability in the effect of corrections,
particularly for the Rayleigh waves. To investigate the cause of
this variability, we calculate covariance between the following:
SNR of the original CCFs, ΔSNR, PZ coherence, water depth,
and interstation pair distance (Fig. 4). For the coherence and
water depth, we use the mean of each station pair, and water
depth is a positive value.

In the 3–10 s band, the ΔSNRsolid for the first-overtone
Rayleigh wave is positively correlated with PZ coherence
and water depth, with values of 0.45 and 0.60, respectively.
This indicates that the correction is most effective for higher
PZ coherences and deeper stations (Fig. 3d, Fig. S4a). In con-
trast, ΔSNRwater for the fundamental-mode Scholte wave is not
highly correlated with these (Fig. 3e, Fig. S4b) but instead is
negatively correlated (−0.72) with its original SNR. This indi-
cates that a higher SNR fundamental-mode Scholte wave in the
original CCF is more effectively removed via TF corrections.
The ΔSNRwater for the fundamental-mode Scholte wave is also
negatively correlated (−0.59) with the original SNR of the first-
overtone Rayleigh wave; however, this is likely driven by a
high-positive correlation (0.88) between the original SNRs
in the solid- and water-velocity windows. Finally, the original
SNR of both the fundamental-mode Scholte wave and first-
overtone Rayleigh wave is negatively correlated with intersta-
tion distance (−0.69 and −0.67, respectively), likely due to
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geometrical spreading and attenuation effects (Harmon
et al., 2007).

In the 15–30 s band, the ΔSNRsolid for the fundamental-
mode Rayleigh wave has a −0.62 correlation coefficient with
water depth. This is opposite in direction but similar in mag-
nitude to the correlation observed with water depth in the 3–
10 s band, instead indicating that the correction is more suc-
cessful in shallow water (Fig. 3f). The ΔSNRsolid is only weakly
correlated (−0.16) with PZ coherence in the 15–30 s band (Fig.
S4c), substantially weaker than the correlation in the 3–10 s
band. The ΔSNRsolid for the fundamental-mode Rayleigh wave
has a negative correlation coefficient (−0.64) with the original
SNR, which indicates that the TF correction either reduces sig-
nal if the original CCF has high SNR (e.g., Fig. 1) or reduces
noise if the original CCF has low SNR. Furthermore, the origi-
nal SNR of the fundamental-mode Rayleigh wave has a positive
correlation coefficient of 0.45 with water depth, indicating that
deeper stations generally have higher original SNR values
before corrections. Finally, a negative correlation of −0.42 is
observed between the original SNR and interstation distance.
This is weaker than the correlation observed in the 3–10 s
band, consistent with lower attenuation for the same distances
at longer periods.

In summary, water depth and, to a lesser extent, PZ coher-
ence are strongly related to ΔSNR for both the first-overtone
and fundamental-mode Rayleigh waves (i.e., waves within the

solid-velocity window) at 3–10 and 15–30 s. It is somewhat
surprising that water depth yields a higher correlation coeffi-
cient than PZ coherence in both bands because PZ coherence is
directly incorporated into the TF corrections. There are several
limitations to our covariance analysis. First, using the mean
value of parameters for each station pair obscures relation-
ships. For example, a pair of stations both at ∼2000 m water
depth has a similar mean as a station pair with 100 and 4000 m
water depths, respectively. Second, we cannot investigate rela-
tionships with qualitative parameters such as instrument
design, seismometer, ocean basin, or deployment. Third, the
covariance analysis is ill suited for relationships for which var-
iables are not evenly sampled across our dataset. For example,
sediment thickness is highly unevenly distributed with most
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version of this figure is available only in the electronic edition.
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stations having thicknesses <1000 m but with ENAM stations
sampling thicknesses up to ∼8000 m. Instead, we undertake a
more targeted investigation, and discuss our observations in
the context of expectations for seismic and oceanographic
noise behavior.

Discussion
Effects of water depth
There are two mechanisms that are likely responsible for the
relationship between water depth and the effectiveness of TF
corrections on the ambient noise CCFs. First, the frequency
below which infragravity waves appear, and thus where com-
pliance noise is present, is given by the dispersion relationship:

f ≈

��������
g

2πd

r
, �6�

in which g is the gravity and d is the water depth (Crawford
et al., 1998). Because the water depth of each instrument is
known, so too is this frequency. Importantly, infragravity
waves result in high-PZ coherence below this cutoff frequency,
particularly once tilt has been removed (Crawford and
Webb, 2000). Second, variations in bathymetry, and sediment
thickness and velocity impact the frequency range at which
fundamental-mode Scholte waves are observed (Webb, 1992;
Harmon et al., 2007; Ruan et al., 2014). In general, these waves
extend to lower frequencies in deeper water. Increasing sedi-
ment thickness or decreasing velocity also result in their exten-
sion to lower frequencies. Because this depends on both the
water depth and shallow seismic velocities beneath interstation
paths, which are variably constrained for our dataset, it is dif-
ficult to predict the precise frequency transition for individual

station pairs. Here, we examine theΔSNR for the solid-velocity
window in both the 3–10 and 15–30 s period bands as com-
pared with the water depth and PZ coherence of each member
of a station pair (Fig. 5). We focus on the maximum ΔSNRs
in our discussions because these provide an insight into the
maximum signal improvement at a given water depth or PZ
coherence.

At 3–10 s, infragravity waves only significantly affect the
shallowest stations (<∼150 m). For example, the shallowest
station in our dataset is deployed at 126 m water depth, which
corresponds to an infragravity cutoff at 9 s. Thus, much of
the 3–10 s band does not record infragravity waves, even at
the shallowest stations. When either member of a station
pair is deployed at <150 m water depth, the maximum
ΔSNR is <∼0.5, indicating little to no improvements in
the data after TF corrections (Fig. 5a). These correspond to
relatively low-PZ coherences because the infragravity signal
overlaps with only a small portion of the target period range.
Because these waves arrive within the solid-velocity window,
they are Rayleigh waves predominantly sensitive to solid–earth
structure; however, it is unclear if they are fundamental or
first-overtone phases. Although most solid-velocity arrivals
are first overtones at 3–10 s, the transition between modes
should shift to shorter periods in shallow water (Ruan et al.,
2014; Tian and Ritzwoller, 2017).

The most significant improvements of the CCFs in the
solid-velocity window in the 3–10 s band occur in deeper water
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(> ∼3500 m), and where both stations in a pair have similar
water depths (< ∼1000 m difference). These pairs typically
have high-PZ coherence (> ∼0.7), which is due to the secon-
dary microseism and not the infragravity signal (Fig. 5c).
Corrections applied under these conditions yield ΔSNR > 1
(Fig. 5a), reflecting enhanced detection of the first-overtone
Rayleigh mode. In contrast, station pairs with shallower depths
or large depth differences tend to have smaller or negative
ΔSNR values, despite varying levels of PZ coherence. This indi-
cates that high coherence alone is not sufficient for successful
correction (Fig. S4a). Although there is a general positive
correlation between ΔSNR and mean water depth or PZ
coherence, these results emphasize that both absolute depth
and interstation depth differences are critical for improving
first-overtone Rayleigh-wave signals after TF corrections.
Notably, some deployments deviate from this trend: ENAM
stations consistently show lower ΔSNRs values, even for water
depths >3500 m and station pair depth differences <1000 m
(Fig. S5).

We observe markedly different behaviors at 15–30 s. At 30 s
period, the infragravity wave is observable on stations at water
depths < ∼1400 m. For station pairs with at least one station in
this depth range, the corrections effectively remove infragravity
wave noise, resulting in the greatest signal improvements of
ΔSNR > 1 (Fig. 5b). This is likely the primary improvement
previously observed at the Cascadia Initiative experiment by
Tian and Ritzwoller (2017). These predominantly correspond
to station pairs where PZ coherence is very high (> ∼0.95) on
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at least one station, although we note that the accompanying
station may have coherences as low as ∼0 (Fig. 5d). In contrast,
most station pairs deployed at depths >1400 m show reduced
signal quality (ΔSNR < 0). This is consistent with the negative
correlation coefficient between ΔSNR and mean water depth
(Fig. 4b), supporting the dominant role of infragravity wave
removal at these periods. In addition, station pairs at water
depths >1400 m have ΔSNR < 0 even when PZ coherence
is high (Fig. 5d, Fig. S5). High-PZ coherences at these water
depths cannot arise from infragravity waves, and instead are
driven by the presence of primary microseism-generated
Rayleigh waves (e.g., Fig. 1f). The resulting negative ΔSNRs
indicate that the TF corrections remove part of the desired fun-
damental-mode Rayleigh-wave signal.

We also observe moderate improvements (0 < ΔSNR < 1)
at some stations with water depths >1400 m, most of which
correspond to low-PZ coherences (<0.2) on both stations
(Fig. 5d). This bimodal relationship between PZ coherence
and ΔSNR is markedly different than observations in the
3–10 s band (Fig. 5c), and the cause of this variability is
not explained by infragravity waves. Only three deploy-
ments—ENAM, Cascadia Initiative, and PLUME—contain
instruments with positive ΔSNRs at >1400 m water depth,
and the majority of high ΔSNRs (>0.5) that are accompanied
by low-PZ coherence are restricted to ENAM (Fig. S5). Overall,
these results highlight the complex interplay between water
depth, noise sources, and the success of TF corrections, empha-
sizing the importance of considering both station depth and
pair configuration when deciding how to analyze CCFs.

Effects of tilt noise
We posit that positive ΔSNRs at water depths >1400 m in the
15–30 s period band are instead driven by the correction of tilt
noise on the CCFs. Previous analyses of BBOBS noise proper-
ties demonstrate that tilt noise is highly dependent on the seis-
mometer and instrument design (Bell et al., 2015; Janiszewski
et al., 2023). To investigate the influence of tilt noise on the
CCFs, we examine the difference between the mean PZ coher-
ence and HZ coherence for each station pair (Fig. 6). We define
the HZ coherence as the maximum of the H1-Z and H2-Z
coherences. When tilt noise is present and stronger than com-
pliance noise, the HZ coherence should be high (Crawford and
Webb, 2000). Because we do not rotate the horizontals into the
maximum tilt direction, the HZ coherence should not neces-
sarily equal one at a high tilt station. However, in the absence
of tilt noise, the H1-Z and H2-Z coherences should both be
close to zero (Bell et al., 2015); thus, a nonzero HZ coherence
should serve as a reasonable diagnostic for tilt noise. After tilt
noise is removed, the PZ coherence increases substantially
within the infragravity band due to compliance noise (Bell
et al., 2015). The PZ coherence due to the microseism may also
moderately increase if its frequency range overlaps with the tilt
noise (Janiszewski et al., 2023). We can distinguish between

high-PZ coherence due to the infragravity wave versus the
microseism using the water-depth cutoff-frequency relation-
ship in equation (6).

By differencing the PZ and HZ coherence, we examine the
relative strength of tilt, compliance, and coherent microseism
noise. Negative values indicate higher HZ coherence (stronger
tilt noise), whereas positive values indicate higher PZ coher-
ence (stronger compliance or coherent microseism noise).
Near-zero values indicate either similar magnitudes of HZ
and PZ coherences (comparable tilt, and compliance or micro-
seism noise) or an absence of any coherence. We discriminate
between these possibilities by comparing PZ-HZ coherence
with PZ coherence (Fig. 6c,d). The subset of stations with
low-PZ coherence but high ΔSNR in the 15–30 s band
(Fig. 5d) corresponds to the most negative PZ-HZ coherence
values (Fig. 6d). Because these station-pair water depths are
>1400 m, this indicates they have high tilt noise accompanied
by a lack of PZ microseism coherence. Thus, the increase in
ΔSNR is driven primarily by the removal of tilt noise from
the CCFs. In contrast, at <1400 m water depth positive
ΔSNRs accompany positive PZ-HZ coherences due to the
removal of strong compliance noise.

Negative PZ-HZ values occur only at deployments with
instrument designs that use CMG-3T seismometers (i.e.,
ENAM, Cascadia Initiative, and PLUME; Fig. S6), which have
been shown to have systematically higher tilt noise than other
seismometer types and instrument designs before TF correc-
tions (Bell et al., 2015; Janiszewski et al., 2023). Among these
deployments, ENAM shows the most negative PZ-HZ values,
which are accompanied by high ΔSNRs for stations with
>1400 m water depth (Figs. S5, S6). This indicates that
ENAM uniquely experiences high tilt noise accompanied by
lower PZ coherence in the primary microseism band. Thus,
the high ΔSNRs observed at the ENAM deployment arise
not only from tilt noise removal but also from a lack of removal
of the fundamental-mode Rayleigh wave due to low-PZ micro-
seism coherence. Improvement of CCFs due to tilt removal at
ENAM was previously demonstrated by Russell and Gaherty
(2021), and they interpreted the remarkably high tilt noise
as a result of the strong Gulf Stream current. At the
Cascadia Initiative and PLUME deployments, PZ microseism
coherence is higher and therefore potential improvements in
signal quality due to tilt noise removal are reduced due to deg-
radation of the fundamental-mode Rayleigh wave. Here, tilt
noise removal alone may yield higher ΔSNRs. Negative PZ-
HZ coherences do not occur in the 3–10 s band. This is con-
sistent with the expectation that tilt noise is absent at periods
<10 s (Crawford and Webb, 2000). Instead, the PZ-HZ metric
is almost entirely driven by the PZ coherence (Fig. 6c).

Impact of sediments and other factors
Although water depth has a primary control on the ΔSNR of
the first-overtone Rayleigh wave in the 3–10 s band, sediment
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structure should also play a role (Nolet and Dorman, 1996;
Zhu and Popovics, 2006; Ruan et al., 2014). These two factors
are often interrelated—thicker sediments are typically found
on continental shelves at shallower water depths, whereas thin-
ner layers are more common in deeper ocean basins (Straume
et al., 2019). ENAM is the only deployment in our analysis with
sediment thickness >2000 m, reaching ∼8000 m beneath some
stations. It is also the only deployment with relatively deep sta-
tions (>3000 m), where the TF correction produces maximum
ΔSNRs < 0 for the first-overtone Rayleigh wave. Thus, it is
possible that these anomalous observations on the ENAM
deployment are driven by thick sedimentary layers.

To understand the role of sediments, we explore the theo-
retical behavior of interface waves for two layered models: one
with sediments and one without (Fig. 7a). The sediment-free
model contains a 4 km thick water layer, underlain by oceanic
crust (divided into a 2 km thick upper crust and 5 km thick
lower crust) and mantle using velocities based on Ruan et al.
(2014). The second model is identical to the first, but includes a

2 km layer of sediment on top of the upper oceanic crust.
Surface-wave dispersion, eigenfunctions, and ellipticity values
are calculated using the SURF96 software (Herrmann, 2013).
Here, we define the relative polarity of the P and Z components
such that a decrease in pressure due to an uplift in ground dis-
placement results in a ±180° phase separation. Polarity con-
ventions for DPG responses can differ, so we adjust these
for consistency across deployments. Using this convention,
the P and Z records of fundamental-mode Scholte and
Rayleigh waves are out of phase, and the amplitude of the
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TF (or admittance) is calculated as the ratio of the vertical dis-
placement eigenfunction Uz to the vertical stress eigenfunction
(proportional to the spatial gradient of displacement) τzz at the
seafloor (Ruan et al., 2014):

TZP�f � �
Uz�f �
τzz�f �

� Uz�f �
K

�
∂Ux
∂x�f � � ∂Uz

∂z�f �

� , �7�

in which K is the incompressibility of water and Ux is the
horizontal displacement eigenfunction.

Based on our synthetic tests, interface wave sensitivity
strongly differs in the presence of thick sediments, resulting
in differences in phase velocity dispersion, seafloor admittance,
and wave ellipticity (Fig. 7). In the absence of sediments, the
fundamental-mode Scholte wave is largely sensitive to the
water column, as shown by the vertical displacement eigen-
functions (Fig. 7b). This wave is sometimes described as a leaky
Rayleigh wave, distinguished from a Scholte wave on the basis
of the subsurface shear velocity and wave ellipticity (Zhu and
Popovics, 2006). Its sensitivity to the water column is reflected
in the phase velocity dispersion, which approaches the acoustic
water wavespeed (1.5 km/s) at periods <10 s (Fig. 7c). In con-
trast, the first-overtone Rayleigh wave samples deeper into the
crust and uppermost mantle down to ∼40 km depth, and phase

velocities are 3.5–4.2 km/s at these periods. For thick sedi-
ments, the fundamental-mode Scholte-wave energy is trapped
predominantly in the sediment layer (Fig. 7b), leading to phase
velocities <1.5 km/s at short periods, approaching sediment
shear velocity. The first overtone also shows significant sensi-
tivity to the sediments as well as the upper crust, resulting in
phase velocities that are comparable to that of the sediment-
free fundamental Scholte mode at periods <10 s. Slower veloc-
ities and less separation of the mode branches in the presence
of thick sediments implies potentially stronger overtone inter-
ference and hence more difficulty isolating mode branches.

To validate these findings, we analyzed real data from the
NoMelt experiment, which features relatively thin sediments
(∼250 m; Mark et al., 2019; Russell et al., 2019), resembling
the sediment-free model (Fig. 7). We apply a linear Radon
transform to P-P and Z-Z CCFs to extract multimode
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dispersion characteristics (Luo et al., 2008, 2015; Russell, 2021;
Fig. 8). In this setting, the P-P component captures only the
fundamental-mode branch (Fig. 8a), whereas the original Z-
Z component reveals both fundamental-mode and first-over-
tone energy (Fig. 8b). After applying TF corrections, the fun-
damental Scholte wave is removed from the Z-Z component,
the first overtone becomes more prominent between ∼5 and
12 s, and the second overtone emerges at periods <5 s
(Fig. 8c). These overtones are sensitive to the crust and shallow
lithospheric mantle, and offer potential for high-resolution
imaging. Although the second overtone has been observed
in earlier studies (Russell, 2021; Phillips et al., 2023), to our
knowledge it has not yet been used for structural imaging
of the oceanic lithosphere using passive broadband seismic
arrays. Overall, the observed dispersion aligns well with pre-
dictions from the sediment-free model.

Unfortunately, a similar analysis for a deployment with thick
sediments (i.e., ENAM) results in a Radon transform largely
absent of distinct dispersion curves due to the poor quality of
the CCFs, and heterogeneous water depth and sediment struc-
ture (Russell and Gaherty, 2021). However, noise properties of
the ENAM deployment are consistent with higher-mode inter-
ference at 3–10 s period due to thick sediments. At deployments
excluding ENAM, we observe high-PZ coherences over this band
(Fig. 9a). At water depths >∼4500 m, distinct minima in PZ
coherence are observed, although these are primarily restricted
to periods <5 s. Furthermore, coherence values remain > ∼0.5 at
these minima. In contrast, ENAM stations have lower overall PZ
coherence values in this period band (Fig. 9b). Distinct coherence
minima begin at ∼3000 m water depth, reaching near-zero val-
ues. We also examine the phase relationship between the P and Z
components as a function of period where the PZ coherence is
>0.7. Excluding ENAM, the P and Z components are mostly
directly out of phase (±180°), as expected given our polarity con-
ventions (Fig. 9c). We observe scatter at some stations, particu-
larly at periods with reduced coherences. These subsequently
return to phase separations of ±180° at higher coherence values
at most stations. In contrast, ENAM consistently shows a distinct

pattern of 180° phase flips as a function of period (Fig. 9d). At a
single station, longer period high-PZ coherence peaks have a
phase separation of ±180°, followed by a flip to a phase of 0°
at shorter periods. These phase flips are separated by the distinct
minima in PZ coherence (Fig. 9b,d).

Significant decreases in PZ coherence at BBOBS at periods
<10 s, particularly accompanied by a ±180° change in phase,
can indicate interference from higher order modes (Ruan et al.,
2014). This may also result from a transition from retrograde
to prograde elliptical particle motion at the seafloor for the fun-
damental mode and first overtone. Onshore, fundamental-
mode Rayleigh waves can exhibit prograde particle motion
in the presence of very thick sedimentary layers with slow sur-
face velocities (Tanimoto and Rivera, 2005). Similar observa-
tions for higher modes are also documented at sedimentary
basins on land (Ma et al., 2016; Nayak and Thurber, 2020).
Changes from retrograde to prograde particle motion should
be accompanied by sharp minima in ellipticity, as seen in our
thick sediment model (Fig. 7e). Measurements of Rayleigh-
wave ellipticity on BBOBS instruments are often hindered
by high noise levels on horizontal components (Janiszewski
et al., 2023); thus, a detailed analysis is outside the scope of
our current study. However, the ENAM observations are con-
sistent with expectations for mode interference in the presence
of thick sediments. Combined with their uniqueness relative to
other deployments, and the anomalously thick sediments
beneath ENAM, we suggest that complex particle motion
and mode interference play a significant role in the CCFs of
this deployment at periods <10 s.
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Figure 8. Linear Radon transform panels displaying array-average
dispersion at the NoMelt deployment obtained from ambient
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with TF corrections applied. Red lines indicate high-quality
dispersion branches extracted from the Radon panels. The color
version of this figure is available only in the electronic edition.
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Additional environmental factors may also influence micro-
seism amplitudes. For example, BBOBS in the Atlantic Ocean
are expected to record weaker microseism signals at periods
>7 s compared to those in the Pacific due to differences in wind
regimes (Webb, 1992; Babcock et al., 1994). We observe this
pattern when comparing mean Z-component power spectra
across deployments (Fig. 9e), excluding shallow-water
(<500 m) stations, as these have distinct microseism noise
characteristics (Webb, 1992; Janiszewski et al., 2023).
ENAM, located in the western Atlantic, indeed shows reduced
secondary microseism energy at longer periods relative to
Pacific deployments. Furthermore, ENAM’s location within
the strong Gulf Stream current likely contributes to its unique
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Figure 9. P-Z coherence plotted as a function of broadband
ocean-bottom seismometer (BBOBS) water depth for (a) all
analyzed deployments excluding ENAM and (b) ENAM. P-Z phase
relationship plotted as a function of BBOBS water depth for (c) all
analyzed deployments excluding ENAM and (d) ENAM. Phase is
only plotted at periods where PZ coherence exceeds 0.7.
Individual horizontal lines represent a single BBOBS, gray shaded
areas indicate the 3–10 and 15–30 s period bands, and the red-
dashed line indicates the predicted infragravity cutoff as a
function of water depth. (e) Average Z-component noise power
spectral density functions calculated as the mean of each
deployment. Stations with water depths shallower than 500 m
are excluded. The color version of this figure is available only in
the electronic edition.
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noise environment (Russell and Gaherty, 2021), adding to the
complexity of its seismic recordings.

Criteria for success
The effectiveness of TF corrections on ambient noise CCFs
depends on environmental conditions and instrumentation.
In the 3–10 s band, these corrections are most reliable at deep,
open-ocean stations. Specifically, we observe that the first-
overtone Rayleigh-wave signal is consistently enhanced for
station pairs when both their mean water depth exceeds
∼4000 m and PZ coherence is > ∼0.5 (Fig. 3d). In all other
cases, the impact of the TF corrections becomes less predict-
able. Under these conditions, it may be beneficial to compare
CCFs before and after correction, and select the highest quality
version for further analysis.

In the 15–30 s band, several important considerations arise.
First, the PZ TF correction should only be applied at periods
that are within the expected infragravity wave band for a given
station’s water depth. Applying it outside this range risks
removing the fundamental-mode Rayleigh wave, which carries
valuable structural information. Some studies have proposed
using coherence thresholds to avoid such issues (e.g., Tian
and Ritzwoller, 2017), and we emphasize the importance of
distinguishing whether the observed coherence stems from
microseism activity or infragravity waves. By contrast, tilt noise
corrections show more variable outcomes across different set-
tings. Although they can improve ΔSNR, their effect is not
consistently tied to water depth or other environmental factors
(Fig. S3, Fig. 6). This is likely due to the stronger relationship
between tilt noise and instrumentation (Janiszewski et al.,
2023). Therefore, tilt corrections should be applied routinely,

but CCFs should be evaluated post-correction to confirm that
data quality has improved. Overall, these findings suggest that
no single preprocessing workflow will work equally well in all
environments, especially outside of deep, open-ocean environ-
ments. Finally, thick sediments can significantly complicate
short-period ambient noise analyses.

To evaluate the overall usability of ambient noise data, we
examine the distribution of maximum SNR value of either the
original or corrected CCFs across all station pairs (Fig. 10,
Fig. S7). This approach does not distinguish cases for which
tilt corrections alone might yield the highest SNRs, but it pro-
vides a general overview of data quality trends. As expected,
SNR values are generally high, with ∼75% of observations
exceeding an SNR of 10 in the 3–10 s band and ∼89% in
the 15–30 s band. However, quality drops sharply for station
pairs with mean water depths <2000 m, where median SNRs
fall to 4.4 (3–10 s) and 6.0 (15–30 s). In deeper waters, median
SNRs exceed 50 and 400 in the respective bands. This contrast
highlights that fewer sufficient-quality CCFs are likely in shal-
low water, although it is important to emphasize that the maxi-
mum range of SNRs for shallow water stations is similar to all
water depths. In addition, SNR levels are consistently higher in
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the 15–30 s band than in the 3–10 s band, especially at water
depths >2000 m. This difference may reflect greater attenua-
tion of shorter-period signals or increased noise contami-
nation.

Conclusions
Systematic analysis of ambient noise CCFs across six BBOBS
deployments demonstrates that water depth, sediment thick-
ness, ocean basin characteristics, and instrumentation impact
data quality and effectiveness of TF corrections. In the 15–30 s
period band, signal quality is primarily governed by infragrav-
ity wave and tilt noise, which vary with water depth and instru-
ment design, respectively. Applying TF corrections within the
appropriate period bands for these noise sources improves
CCFs, but using them outside these ranges can unintentionally
remove the fundamental-mode Rayleigh wave, which is critical
for structural imaging. These relationships likely continue at
longer periods where tilt and compliance noise remain the
dominant noise sources (Tian and Ritzwoller, 2017). In the
3–10 s period band, CCFs are shaped by the properties of
the fundamental-mode Scholte wave and first-overtone
Rayleigh wave. The velocities and period ranges of these waves
are primarily related to water depth and sediment structure.

Our results highlight both the challenges and opportunities
in using ambient noise for imaging in marine environments,
particularly at shorter periods. The results in the 3–10 s band
emphasize that shallow structure significantly affects how
interface waves propagate, influencing the success of ambient
noise techniques traditionally used to image deeper crustal and
lithospheric structure. Covariance of environmental and
deployment parameters remains a persistent barrier to isolate
relationships, and viable directions for future research may
include analysis of non-US-led deployments or targeted pilot
deployments to better quantify the role of specific variables
(Janiszewski et al., 2023). It is notable that Janiszewski et al.
(2023) do not find a significant relationship between sediment
thickness and BBOBS noise properties, likely due to their broad
focus on periods longer than 1 s. Our CCF results demonstrate
that bandlimited investigations motivated by specific use cases
for BBOBS data can yield additional insights, further clarifying
directions for future investigations.

Our results also demonstrate that at 3–10 s interface waves
can be highly sensitive to the water column and shallow sedi-
ment structure, potentially representing relatively novel direc-
tions for broadband ambient noise imaging studies. Scholte
waves are more commonly analyzed to constrain sediment
velocities in marine active-source experiments and typically
use periods shorter than 1 s facilitated by denser instrument
spacing than passive, broadband arrays (Nolet and Dorman,
1996; Bohlen et al., 2004; Kugler et al., 2007; Nguyen et al.,
2009). Recent ocean-bottom nodal and DAS deployments
show that ambient noise generated Scholte waves can also
image the sedimentary layer, in some cases extending to

periods >1 s (Tomar et al., 2016; Lior et al., 2022; Girard
et al., 2024). Developments in long-term seafloor cabled obser-
vations (e.g., Kelley et al., 2014; Shinohara et al., 2021; Howe
et al., 2022) open additional opportunities for monitoring
changes in seismic velocity over time using ambient noise
observations. Such techniques typically focus on periods from
∼0.25 to 10 s (Lee et al., 2024), overlapping with the band
where we observe complex interface wave properties. The over-
lap of these diverse approaches suggests that further explora-
tion of the utilization of both Scholte and Rayleigh waves in
passive, broadband ambient noise imaging studies may yield
new insights. However, our results demonstrate that leveraging
both Scholte and Rayleigh waves will require careful identifi-
cation of different mode branches and modeling of depth sen-
sitivities. Although simple 1D modeling approaches (e.g.,
Herrmann, 2013) yield useful insights, more computationally
robust methodologies that incorporate 2D or 3D heterogeneity
and better represent the full waveform may improve accuracy
of interpretations. Addressing these challenges will be key to
unlocking the full potential of ambient noise imaging in
marine settings.

Data and Resources
The seismic and pressure time-series data are available for download
through the EarthScope Data Management Center (DMC; https://ds
.iris.edu/ds/nodes/dmc/) under the following network codes: 2D.2010,
7D.2011, XE.2018, YO.2014, YS.2004, and ZA.2011. The codes for
broadband ocean-bottom seismometer (BBOBS) noise transfer func-
tion (TF) calculations and corrections are based on the MATLAB
version (www.mathworks.com/products/matlab) of the ATaCR code
part of the OBStool package (Audet and Janiszewski, 2020), and are
available for download via GitHub (https://github.com/helenjanisz/
ATaCR). A modified version of ATaCR used in this article for ambi-
ent noise applications can be found here: https://github.com/jbrussell/
ATaCR/tree/correct_noise. Calculation of the ambient noise cross-
correlation functions (CCFs) and array dispersion measurements uses
the MATnoise code available for download via GitHub (https://
github.com/jbrussell/MATnoise). All websites were last accessed in
March 2025. The supplemental material contains figures of additional
parameters and data separated by individual deployments.
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